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Introduction x # +y (mod N). Then 1 < ged(x — y, N) < N and this can
Intemiidies be computed quickly, giving rise to a nontrivial factor of N.

S To find x and y, the most successful technique uses smooth
the Rlemann numbers (divisible by “small” primes only). It is due to

C | . . M

onclusion Morrlson & Bnllhart.

This idea is at the heart of the most successful factoring
methods (QS and NFS), except ECM.
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rredncren @ a subexponential general purpose factoring algorithm.
Heuristics @ It does not use the Morrison-Brillhart paradigm.

Factoring with . . . o
the Riencam @ It is in my view more natural, as it relates quantities

zeta funetion known for their intrinsic arithmetical significance.
Conclusion

@ Translates an arithmetic problem into an analytic one.
@ All running times are proven, no assumptions!

@ Much room for future improvements.
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Let ¢(n) be the Euler phi function. Suppose that N factors as
N = pg, so that ¢(N) = N — p — 2 -1 = 7(p).
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and move line of integration “to the left”. Problem: we hit the
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Problem: |((s)| ~ |s|(1=®%)/2 as |'s| — 0o so cannot move the
line of integration far enough to the left (to Rs < 0)
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Conclusion

FO (1) = (=3log N) o, (N)N~3~1) + O(N(2log N)KFT)

Choosing k > ¢1(v + r)log N and supposing we can compute

F() (1) with good precision we get a value for o,(N) up to an
error O(N~), where ¢; — oo as ¢; — oo. If N = pg, then as
before this is sufficient to obtain p.
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Conclusion

within e~ when a =1/t and A = 3. In this case the
best algorithm | found runs in O(C") whereas if A=
this is essentially O(t?) .

@ Ultimately, this would show that factoring could be done
in O(e") for r = log® N (subexponential).

@ Need to perform extensive numerical calculations.
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Preprint available on ArXiv.
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